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Abstract

A new approach on robot navigation is described
which enables the robot to drive through the envi-
ronment using only a vision system as its sensor.
In an exploration phase the robot is driven manu-
ally through the environment while taking images.
By computing similarities between these images the
robot constructs a topological map in the form of an
appearance graph. Navigation on this graph involves
homing from one node to the other until the goal node
is reached. No explicit metrical information is mod-
elled by this approach. Rather the distances in the
topological map provide directly information about
the ability and the robustness of visual navigation in
the environment. Real world experiments were con-
ducted under varying environmental conditions.

1 Introduction

Traditionally robots are designed for and deployed
in controlled environments such as factory buildings
and assembly lines. Today we see a growing interest
in designing robots that can operate in real home en-
vironments and interact with people through speech
and gestures. These ’personal’ robots have quite dif-
ferent requirements which create a demand for differ-
ent approaches to common robot tasks. In contrast to
factories, the environmental conditions in real homes
are dynamic and hard to predict.

A personal robot should be able to interact with hu-
mans which requires the robot to detect humans, rec-
ognize them and follow them. Also the robot should
be able to learn to recognize new objects and rooms.
Computer vision is well suited to accomplish all of
these tasks. It would be beneficial to perform all other
more traditional robot tasks such as localization and
navigation also on the basis of vision in spite of the
good results obtained by other sensors for these spe-
cific tasks such as the laser range finder. Another,

more pragmatic, reason to use a vision system as the
main sensor are the low costs, which is important if
one aims at designing a consumer product.

Another requirement is that a personal robot
should be able to navigate in a house without being
provided with a ground floor map. Thus it should be
able to acquire a spatial representation using the vi-
sion system by itself.

In this paper we present how an appearance based
(also known as view based) representation of the en-
vironment can be used for goal directed visual navi-
gation. This method builds on existing work of build-
ing a so called appearance graph[1], which already
proved to be useful for localization[2], hierarchical
path-planning[3] and for finding convex spaces by
partitioning the graph[4].

This paper is structured as follows. First we give
a brief overview of related work on visual navigation
in Section 2. Then in Section 3 we give a concise de-
scription on how an appearance based graph is build.
Section 4 presents the method that is used to esti-
mate the relative pose between two images by com-
puting the epipolar geometry. This estimation method
is then used in the navigation system to navigate over
the graph as explained in Section 5. Real world ex-
periments were conducted with different levels of oc-
clusion which are reported in Section 6. And finally
we draw some conclusions and give pointers to future
work in Section 7.

2 Related work

The state of the art in map building and localiza-
tion, which are both important steps toward successful
navigation, is EKF-SLAM, i.e. the Extended Kalman
Filter solution of the Simultaneous Localization And
Mapping problem [5]. In general this is applied on
data acquired by a laser range scanner and the odom-
etry of the robot. However also vision based solutions
have been presented [6, 7]. The resulting spatial rep-



resentation is a 3D map, which makes path planning
and navigation relatively straight-forward. The dif-
ficulty of such solutions is that the 3D positions of
the landmarks are used while the camera only pro-
vides bearing information. Also the number of land-
marks rapidly grows when the environment becomes
larger, making it impossible to maintain a consistent
state and covariance estimate.

Appearance based or view based approaches, as
the one proposed in this work, avoid this problem,
because they only model relations between the im-
ages taken from the environment[8, 9]. The number
of images is in general much smaller than the number
of landmarks. Navigation using such an appearance
based map is performed by driving from one image
to the other until the goal image is reached. This is
commonly called visual homing or visual servoing.
A lot of work in this field is inspired by the biological
mechanisms of nest-finding, which resulted in behav-
ioristic methods that use simple heuristics to navigate
to an image [10, 11, 12]. Most, if not all, of this work
has only been tested in small environments.

More principled approaches were taken by [13,
14], in which the homing direction was estimated us-
ing the local geometry between the images. However
again only small scale experiments are reported. Our
method also uses the epipolar geometry estimation as
explained in [13]. However we make it more robust
by incorporating the fact that the robot drives over a
plane ground-floor and that points in the images can
only be produced by landmarks lying in front of the
camera.

A difference between all these approaches and the
work described in this paper is the manner in which a
path, a sequence of images, is planned in the appear-
ance based map. Existing approaches use sequences
of images as shot during the exploration phase. Not
only does this prohibit them to take short-cuts, but is
also error prone under changing environmental condi-
tions. An exception is the method described in [15].
However that method can only navigate a robot in a
single room.

In this paper we describe a navigation system that
actively searches for a path while it is driving to the
goal node. This is useful in dynamic environments
where persons might block the path of the robot and
light conditions are constantly changing.

3 Building an appearance graph

In this section we describe the method used for
constructing the appearance based map. This has al-
ready been reported in [1]. The goal is to construct a
weighted graph G = (V, S) in which the nodes V de-
note images taken at certain positions in the environ-
ment and each link Sij in the graph denotes that im-
age i and j look similar and are thus likely to be taken

Figure 1: Matching two images. The red boxes in-
dicate the SIFT features found in the images. The
lines connecting two of these features indicate that
they correspond. If the line is blue, this means the cor-
responding pair agrees with the epipolar constraint. If
it is green, it does not agree with the epipolar con-
straint and is thus probably an outlier.

from more or less the same position [16]. The simi-
larity measure we use is directly linked to the ability
to perform navigation between the two positions. If
we can robustly reconstruct the local geometry given
the two images then we define a link Sij > 0 between
the two nodes. The robustness of the reconstruction is
expressed in the value of Sij of the link.

We start with a set of images taken by the robot
while it was driven around in the environment. In or-
der to get a large overlap in the images the robot is
equipped with an omnidirectional vision system con-
sisting of a hyperbolic mirror and an ordinary cam-
era (see [17] for details). From each of the resulting
panoramic images a set of SIFT features is extracted
[18]. Then for each pair of feature sets, correspond-
ing points are found by comparing their SIFT descrip-
tors, see Figure 1. The epipolar geometry is deter-
mined using robust estimation techniques, which are
also used for robot navigation (more about this in Sec-
tion 4). One of the outputs of the estimation method is
the number of point correspondences that agree with
the epipolar constraint. However from these corre-
spondences there is still a percentage of false fea-
ture matches. The number of these false matches is
in the order of the number of features found in the
two images. By dividing the number of constrained
point correspondences by the lowest number of fea-
tures found in the two images we obtain a similarity
measure between 0 and 1. If this value is larger than
a certain threshold, which indicates the robustness of
the local geometry estimation, the images match and
a link Sij is created between the two nodes represent-
ing the images with its value set to the similarity.

In Figure 4 an appearance based map is shown as



constructed for the navigation experiments. The map
is purely topological, as there is no explicit distance
or scale information present in the graph (note that
the position of the nodes is based on odometry infor-
mation, however this is only used for visualizing the
graph.) What is contained in the map is information
on the neighborhood relation of different parts of the
environment. The graph representation is well suited
for further processing. In [1] we explain how graph
clustering techniques are used to find convex spaces
in the map, which correspond to rooms and corridors
in the environment. Augmenting the graph-clusters
results in a semantically labeled map, which can be
used for human robot interaction [19].

4 Heading estimation using the epipolar
geometry

Epipolar geometry estimation is thoroughly dis-
cussed in computer vision literature and some stan-
dard implementations are readily available [20, 21].
However, because we use an omnidirectional vision
system and a robot to obtain the images, there are
some special issues to take into account.

It is taken that we have extracted a set of N match-
ing point pairs from the two panoramic images. The
image points are then projected on a sphere around
the optical centers with distance 1. Let us denote the
3D points in the current image as {x

(1)
1 , ...,x

(N)
1 },

and the corresponding points in the target image as
{x

(1)
2 , ...,x

(N)
2 }. Omnidirectional vision systems are

by default calibrated in order to produce single view-
point images. So we can use the essential matrix E,
instead of the more general fundamental matrix for
uncalibrated images, to relate point correspondences
in the following way:

(x
(i)
1 )T Ex

(i)
2 = 0 for all i. (1)

Using 8 point pairs we can linearly solve E with the
8-point algorithm [20]. However the robot is driv-
ing over the planar ground floor. Hence, it can be
assumed that the positions of the images do not differ
in height and the relative rotation only occurs around
the vertical axes. This prior knowledge can be incor-
porated by restricting the essential matrix in the fol-
lowing form, leaving only 4 free parameters [22, 23]:

E =





0 e2 0
e4 0 e6

0 e8 0



 , (2)

The minimal number of point pairs for the linear es-
timation of this constrained essential matrix is only 3
and because the solution space is smaller the estima-
tor is less effected by noise.

The essential matrix bears the relative rotation R

and translation t up to an unknown scale between the

positions of the two images as follows:

E = RS, (3)

where S is a skew-symmetric matrix composed of the
elements of t. The essential matrix can be decom-
posed into 4 different solutions of t and R. By im-
posing the constraint that world points should lie in
front of the image surface on which it is projected, we
can choose the correct solution [24]. The world points
that were projected behind one of the image surfaces
given the correct R and t were obviously produced
by false matching. For panoramic images the chance
that a false match is in front of both image surfaces is
small, because omnidirectional vision systems look in
every direction. We use this knowledge in the robust
estimation process described below.

Generally image points are not noisy-free and part
of the point pairs found by the matching algorithm
is the result of false matching. Therefore a simple
least squares method to fit an essential matrix to the
data will fail miserably. A fast and robust estimation
method that can cope with a large percentage of these
false matches is RANSAC (random sample consen-
sus), which we use to determine correct point pairs
[20, 21]. RANSAC estimates a large number of es-
sential matrices and chooses that E that agrees with
the most point pairs. In each run it first estimates E

given 4 randomly chosen point correspondences us-
ing the planar version of the 8-point algorithm. Then
we check if the four correspondences all lie in front
of both image planes. If not, then we discard that esti-
mate of E (this type of model checking was first pro-
posed in [25]). If the correspondences are consistent,
we use E to reproject all point correspondences of the
image pair and count the number inliers. An inlier in
our case, is a correspondence that has a low reprojec-
tion error and lies in front of both cameras.

After choosing the run with the highest number of
inliers, a final E is computed by taking into account
all its inliers. From this E, the R and t (up to an un-
known scale factor) are determined between the im-
age locations[24]. In the remainder of the paper we
assume that, if R and t can be determined robustly,
the robot can indeed move from one location to an-
other. This need not be true, for example if there are
obstacles with very few localized features, or if the
features are located in a restricted region of the im-
ages. In our experimental setup we therefor had a
local obstacle algorithm operational using sonar. In
the runs we present in this paper we did not need the
obstacle avoidance.

The heading φ the robot has to drive when navigat-
ing from the current image to the target image can be
calculated using

φ = atan2(ty, tx). (4)



5 Navigation over the appearance graph

In this section we describe the framework for nav-
igating to a goal location in the environment mapped
by the appearance based graph given the heading esti-
mation explained in the previous section. The robot
should be able to navigate to any location in the
mapped environment by giving it a node in the graph.

A challenge is that there is no positional informa-
tion stored in the representation. Thus, two images,
whose nodes are neighbors in the graph, could have
been shot at any distance from each other. Techniques
exist to estimate the distance from two images. How-
ever these techniques require us to make an assump-
tion on the position of landmarks in the world, making
the system less flexible. Another solution is to track
features in three or more images, which is quite com-
mon in the field of visual servoing (see for example
[26]). However, in environments where humans fre-
quently block the view of the robot it is difficult to
track image points robustly.

We take it that the goal location is given by a node
in the graph. First Dijkstra’s shortest path algorithm
[27] is used to compute the distance Di from every
node i in the graph to this goal node. This algorithm
requires the links of the graph to be labeled with a
distance measure while we have a similarity measure.
Therefore we define a distance as dij = 1

Sij
. The

distances of the nodes to goal node are used during
driving as a heuristic to find nodes closer to the goal
node.

The navigation procedure directs the robot to one
node at a time which can be seen as a subgoal node on
a path to the goal node. This path of nodes could have
been planned in advance. However this would result
in a very inflexible trajectory which would be difficult
to traverse in a dynamic environment. In the follow-
ing we explain how the subgoal nodes are determined
dynamically while driving.

At the start of the trajectory the robot localizes it-
self in the appearance based graph by taking a new
observation and comparing it with all the images in
the graph following the same matching procedure as
used for constructing the graph (see Section 3). The
node of the graph with the highest similarity is cho-
sen as the current subgoal node c. This procedure is
linear in the number of nodes and could thus be time
consuming, but is only required at the start of naviga-
tion.

After a subgoal node is determined the robot tries
to pick a better subgoal by comparing the newest ob-
servation with all the neighbors of node c that have a
smaller distance Dc to the goal node. If one of these
images matches, it becomes the new current subgoal
c. This procedure is repeated for the neighbors of this
new c, until the node is found that is closest to the goal
node and still robustly matches with the new observa-

tion, given the same threshold as used for constructing
the graph.

When a subgoal is determined, the heading is esti-
mated in order to drive in its direction using equation
(4). This heading will not be perfectly directed to-
ward the subgoal, partly because of sensor-noise, but
also because the environment could have changed af-
ter the appearance based map was constructed. There-
fore a recency weighted averaging filter is used which
takes previous heading estimates into account.

This smoothed heading is now used to move the
robot. It then takes a new observation while driving
and repeats the whole procedure. This goes on until
the subgoal is equal to the global goal and the robot is
stopped, completing the navigation.

We also need some recovery method in case the
robot gets lots. It could happen that the robot is re-
peatedly unable to estimate the heading with the cur-
rent subgoal, because it finds less than 3 correspond-
ing image points. This can be due to changing envi-
ronmental conditions, but can also be caused by bad
heading estimates for the previous observations. If the
robot can not find a heading for 10 observations in a
row it will try to relocalize itself in the map and start
with the new node as subgoal. See Algorithm 1 for an
overview of the navigation method.

Algorithm 1 Navigation over the appearance graph
repeat

take new image i

if c = UNDEFINED then
compute sij for all j

c ⇐ argmaxj sij { global localization }
end if
repeat

for all neighbors k of c with Dk < Dc do
compute sik

if sik < THRESHOLD then
newc ⇐ k {new current subgoal}

end if
end for
c ⇐ newc

until c did not change
compute heading φ from image i to c

θ ⇐ recency weighted averaging filter(θ, φ)
Move robot in direction θ

until c = GOAL

6 Experiments

For the experiments a Nomad Super Scout II is
used which is equipped with an omnidirectional vi-
sion system consisting of a hyperbolic mirror and an
ordinary camera. The heading estimation and naviga-
tion procedure are tested in an office environment.
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Figure 2: Histogram of the differences between the
estimated and the ground truth heading for all pairs of
images.

We first test if the heading estimation works prop-
erly by comparing it with ground truth positioning
data of the robot. Then a large appearance map is
constructed by driving the robot manually through the
environment. This map is used for the navigation ex-
periments, in which we compare the length of the tra-
versed path to that of a manually driven path. Also we
test the robustness against noise, by obstructing part
of the view of the robot while it is driving.

6.1 Heading estimation
First the low level heading estimation is tested by

comparing it with the ground truth positions and ori-
entations of the robot. A small data set is taken on a
3 by 3 grid of approximately 2 square meters in size.
On each point of the grid 4 images are taken with the
robot facing in 4 different directions, resulting in a set
of 36 images.

For each pair of images the heading is computed
given the method explained in sections 3 and 4. The
headings between images taken at the same location
are meaningless and thus ignored. The estimated
heading is compared with the ground truth head-
ing calculated on the basis of odometry information,
which is quite accurate at such small distances. In
Figure 2 a histogram is plotted of the difference be-
tween estimated and the ground truth heading. The
standard deviation of the error is 0.31 radials.

6.2 Appearance based mapping
The robot was driven manually through the en-

vironment, consisting of a U-shaped hallway and 3
rooms, see Figure 3. While the robot was driving im-
ages were taken at a rate of 1 Hz. In Figure 3 the ap-
proximate positions of the images are shown. The po-
sition of these images were derived using the odom-
etry information of the robot. Errors in the odometry
were corrected somewhat to make the visualization
more clear. This is also done for other figures show-
ing the graph. We must stress that the odometry errors

Figure 3: The path the robot followed while it was
manually driven through the environment. The robot
started at the lower left of the figure and drove towards
the room on the lower right. The circles denote the
positions on which panoramic images were taken.

did not influence the outcome of the navigation, as we
do not use the odometry readings in our methods.

An appearance graph is constructed using the im-
ages as described in section 3, see Figure 4 for the
result. The value that is used to threshold the simi-
larity value, is set to 0.05, which was chosen because
it seemed to work well for a different dataset taken
in another environment. This basically means that at
least 5 out of a 100 image features should have a cor-
responding feature in the other image, which is con-
strained by the epipolar geometry.

As can be seen in the figure no links were created
between images that were taken from very different
locations. The matching method thus shows to be ro-
bust against similar looking but different office rooms.

6.3 Robot navigation
The robot is put on a position in the mapped envi-

ronment and a goal node is picked from the graph in
another part of the environment. This is repeated two
times creating two start and end positions for which
the robot should find a path and navigate over it. We
let the robot navigate 3 times over both paths.

All 6 runs were completed successfully, without
having to use the recovery method. In two occasions
a heading to a subgoal node could not be calculated.
However this did not cause the robot to loose track of
his path. The robot drove smoothly to the goal node
stopping in its vicinity. In Figure 5 two of the tra-
versed paths are shown. The other 4 paths were very
similar to these ones. As can be seen the robot did
not drive a trajectory that was driven while taking the
dataset. Rather, it used a path of nodes that was much
shorter.

Quantitatively evaluating the performance of robot
navigation is not a straightforward task. It is common



Figure 4: The appearance based graph. The circles again denote the approximate image positions and the lines
connecting them indicate matching images. The gray-value of the lines correspond with the similarity value of the
match.

Figure 5: Two of the traversed paths depicted by the
thick blue and red line visualized on top of the graph
starting at the red circles and ending at the filled green
circles. As can be seen the paths were quite smooth.
The fact that the upper left part of the blue path does
not lie on the graph is the result of bad odometry read-
ings.

Table 1: Average driven path lengths in meters ± the
standard deviation for autonomous and manual navi-
gation.

path 1 path 2
Auto 13.8 ± .4 12.4 ± .8

Manual 14.2 ± .3 12.1 ± .3

to report the metric error of the final robot position
given an exact goal position [10, 13]. However this
error depends solely on the last stages of the navi-
gation task, which is only interesting if the start and
goal position lie close together. It seems more impor-
tant to measure if the robot ”takes wrong turns” while
driving through the environment, from which it has to
recover. This would have a great impact on the length
of the path the robot traversed. In Table 1 the average
path length and the standard deviation is given. For
comparison the robot was also driven manually from
the start positions to the positions where the robot had
stopped, by an experienced user. This is also repeated
3 times per path. The lengths of the manually driven
paths are comparable with those of the autonomously
driven paths, indicating that the robot did follow a cor-
rect path to the goal position (see Table 1).

6.4 Navigation with visual occlusions
To put more strain on the visual navigation method

we now test the ability to drive while part of the view
is blocked by people walking next to and in front of
the robot. See Figure 6 for an indication of the view
the robot has while 4 persons are standing next to it.



Table 2: Path lengths in meters with people blocking
the view.

#Persons path lengths
0 14.2
1 15.2
2 18.0
3 19.0
4 23.6

Figure 6: Four persons blocking the view of the robot.

The persons are walking very near the robot at more
or less 20 cm distance. The path that had to be tra-
versed is the same as one of the paths in the previous
section. Tests are conducted with respectively 1, 2, 3
and 4 persons.

The robot still managed to reach the goal location
in all 4 tests. Nonetheless it was clear that for every
person that was added, the navigation was a bit more
difficult. In Table 2 it is shown that the path length
increases if a larger part of the view is blocked. This
is not only caused by small divergences of the cor-
rect path, but also because the robot sometimes took a
longer route around the pillar in the hallway. Surpris-
ingly the robot never had to use its recovery method.
The number of times that the heading to the subgoal
could not be estimated did increase though. For one
and two persons it could still match 100% of the ob-
servations, but this decreased to 90% for the runs with
three person and four persons.

During the test with 4 persons the robot was some-
times heading for a doorpost or the pillar. Because no
collision avoidance was used, we had to stop it manu-
ally and push it back. This situation occurred 3 times.
.

7 Conclusion
In this paper we proposed a novel method for

vision based navigation which uses an appearance
based topological map of the environment. The dis-
tances contained in the map do not explicitly corre-
spond to metric distances in the real world but give an
indication of the ability to travel a certain path. Thus
while the robot is searching for the shortest path in the
appearance graph it is searching for the path in the real

world which it can traverse with the least difficulty.
Even with a high degree of occlusion, caused by

people walking close to the robot, it was able to navi-
gate to the goal position. Interestingly the robot took a
different path when 4 persons were blocking its view,
because that path was shortest in appearance space
under those particular circumstances. This shows the
advantage of searching for the best path while driving,
in contrast to existing approaches that travel a prede-
fined path. In the near future this will be further tested
using other types of challenges, like closing doors and
switching of part of the lights. Also tests should be
conducted in still larger environments.

Note that the shortest path in the appearance space
is not necessarily the shortest path in the metric space.
Because of our distance measure, a shortest path
will favor a selection of image sequences which have
many features in common. This may imply that the
robot will avoid path elements where the local fea-
tures change rapidly (close to narrow throughways)
and prefer to navigate in the center of large open
spaces. We plan to design experiments to test this in
more detail.
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